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Abstract

Small higher-order field imperfections of the main trapping quadrupole field are well known to have a strong influence on
the performance of modern quadrupole mass spectrometers. Mass selectivity is usually achieved by means of the stability
region boundaries. The stability diagram for ion motion is the area on the plane of voltage parameters for which the quadrupole
field is able to trap ions of a given mass. Hence, the trapping efficiency of the quadrupole field is equal to zero at a boundary
of the stability region. In this case, the trapping properties of the RF field depend on higher field imperfections regardless of
how small they are compared to the quadrupole field. The ion motion with parameters close to the boundarybz 5 1 is
investigated in this article. The influence of nonlinear field imperfections is taken into account. A treatment similar to trajectory
averaging in a pseudopotential is possible in this case. The ion motion has the characteristics of a beat with a fast oscillation
at half the frequency of the RF and a slowly varying envelope. The ion motion is described by a dynamic equation for the
envelope. This equation has the form of a Newton equation for the motion of a particle in a potential field. The effective
potential function of the envelope is derived and investigated. The effective potential well is rather different for the cases of
negative and positive even-order higher fields. The results are applied to the mass-selective axial instability scan of an ion trap.
The influence of negative higher field harmonics explains the ejection delay and poor mass resolution of the Paul trap with
truncated electrodes. Positive even-field imperfections are shown to be beneficial to the mass selective axial instability scan.
This explains why stretched or hyperbolic angle modified traps give improved performance. Stable ion motion outside of the
first stable region is predicted. This motion has the character of a limit cycle, and all ions move coherently in the radio
frequency field. (Int J Mass Spectrom 206 (2001) 27–43) © 2001 Elsevier Science B.V.
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1. Introduction

The use of the quadrupole ion trap has been based
on the discovery of the mass-selective axial instability
ejection [1], pioneered commercially by Finnigan
MAT. In this method, the amplitude of the radio
frequency (RF) trapping potential is ramped so as to

render unstable axially and sequentially the trajecto-
ries of ions of different mass to charge ratios at the
bz 5 1 boundary of the stability diagram. The most
recent commercial ion traps do not use mass selective
instability scan exactly. Instead they use selective
dipole excitation with a frequency different from the
main trapping RF. In this case ejection happens at
lower b values. In fact, almost all commercial instru-
ments do not use the pure quadrupole electrode* E-mail: Sudakov@qms.sotcom.ru
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geometry arrangement of a trap. In the Finnigan ion
trap, the separation of the end-cap electrodes was
stretched [2] by ;11%, and the Bruker-Franzen
Analytic GmbH instruments use an ion trap with a
modified hyperbolic angle geometry [3]. The physical
requirements of a real ion trap also introduce devia-
tions from ideality such that the fieldwithin the ion
trap is no longer linear. These deviationshave been
called field faults and can be described by the super-
position of higher-order multipole fields that give
nonlinear electric fields (a nonlinear trap).

In a series of papers [4–7], Y. Wang, J. Franzen,
and K. P. Wanczek calculated the multipole field
composition [5], developed the theory of nonlinear
resonances [4], and developed methods of modeling
of ion axial motion [7] for traps with higher multipole
fields. It was found that in a Paul trap, a small
negative higher field component is present because of
the electrode truncation. In contrast to this, an ion trap
with a stretched geometry has a positive octopole
field. By means of computer trajectory simulations,
Franzen investigated the boundary mass-selective ion
ejection in a nonlinear ion trap [6]. His calculations
showed that there is an ion ejection delay when a
negative octopole field is present. He also explained
the constructive role of a positive octopole field in this
protocol of ion trap operation.

It was noted in the early experiments with the Paul
ion trap, that the mass/charge ratios of some ions were
incorrectly assigned. This chemical mass shift was as
much as 0.7 Th. This problem was also solved by
changing the axial dimension between the end-cap
electrodes and the center of the ion trap. Recent
investigations of this problem [8,9] reveal that there
are two main reasons of chemical mass shifts: 1)
compound-dependent fragmentation at the last oscil-
lations so that in fact fragments are ejected ahead of
parent ion; 2) mass-dependent re-distribution of ions
due to space charge. The ejection delay caused by the
influence of higher fields increase these shifts. The
holes in the end-cap electrodes cause much stronger
negative higher fields than the truncation of the
electrodes. In the ion trap of stretched geometry,
positive higher fields are introduced deliberately to

overcome the influence of such field faults. Until now,
the influence of high-order field imperfections on the
ion motion has been studied only by computer simu-
lation.

This article is a theoretical treatment of the ion
motion with parameters close to the stability boundary
bz 5 1. Here the ion axial motion has a beat-like
character with a slowly varying envelope. In this case,
a theoretical treatment similar to the averaged motion
in a pseudopotential [10,11,12], as is used for lowq
values, is possible. A dynamic equation for the beat
envelope is derived. This envelope equation has the
form of a Newton equation of motion for a particle in
a potential field. It is evident from this equation that at
the boundary of the stable region the quadrupole term
in the trapping pseudopotential is zero. Hence, the
trapping properties of the field depend strongly on
higher field imperfections. Thus, the strong influence
of small higher field imperfections on the operation of
quadrupole devices is explained.

The article is organized as follows: The first
section is devoted to a description of the electric field
of an axially symmetric ion trap with higher-order
multipoles. The equation of ion axial motion in an
oscillating potential is then derived. The frequency
spectrum and other properties of the ion motion near
thebz 5 1 boundary are described. The second section
discusses the equations of the first-order beat envelope
of the ion motion with an octopole field. The derivations
of the higher-order equation of the beat envelope and of
the equation with hexapole and higher fields are given in
appendices A and B. Results of the beat-envelope
equation without field imperfections are also described.
The effective potential function of the envelope is
discussed. The third section describes the results of the
beat-envelope equation for the case where small higher-
order fields are present in the trapping quadrupole field.
The stability conditions of the ion motion are investi-
gated. The approximate solutions of the beat-envelope
equation are verified by the direct numerical solution of
the ion-motion equation. The properties of the effective
potential function are described in detail for the cases of
positive and negative higher multipoles. The result is
applied to the description of the ion ejection in a
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boundary mass-selective scan. A discussion of the re-
sults and perspectives of the beat-envelope equation
form the last section of this article.

2. Equation of ion motion in a nonlinear ion trap

2.1. Electric field of a nonlinear ion trap

The electric potential near the center of an ion trap
with axially symmetrical electrodes may be expressed
in spherical coordinates (r, f, u) as an infinite series
of orthogonal functions, each of which is the solution
of Laplace’s equation:

F~r, w, u ! 5 2~U 1 V cosVt! 3 FA0

1 O
N52

`

ANS r

r0
DN

PN~cosu !G . (1)

Here,V andV are the amplitude (0-peak) and angular
frequency of the trapping RF voltage,U is the DC
voltage of the ring electrode,PN are Legendre poly-
nomials,r0 is the ring electrode radius, andAN are
dimensionless weight factors of the field harmonics
( A1 5 0, because the dipole field is assumed to be
zero). The field harmonics can be expressed in cylin-
drical coordinates (z, r , f), as follows:

r2P2~cosu ! 5
1
2
~2z2 2 r2! (quadrupole),

r3P3~cosu ! 5
1
2
~2z3 2 3zr2! (hexapole),

r4P4~cosu ! 5
1
8
~8z4 2 24z2r2

1 3r4! (octopole),

r5P5~cosu ! 5
1
8
~8z5 2 40z3r2

1 15zr4! (decapole),

r6P6~cosu ! 5
1
16

~16z6 2 120z4r2 1 90z2r4

2 5r6! (dodecapole).

A pure quadrupole field where the RF is applied to the
ring electrode only will haveA2 5 1, A0 5 20.5,
A3 5 A4 5 . . . 5 0.

The equation of axial motion for an ion with mass
M and chargee in the electric field with the potential
of Eq. (1) will be

M
d2z

dt2
1 2e

A2

r0
2 ~U 1 V cosVt! z z 5 2e~U

1 V cosVt! z


 z
O

N.2
ANPN(cosu)

rN

r0
N (2)

Helium gas at a pressure of 0.1 to 1.0 mTorr is
used in commercial ion traps for collisional damping
of ion oscillations. Damping is not included in Eq. (2)
but is included in the trajectory calculations in section
4. The amplitudes of the axial oscillations increase
during boundary ejection, while the radial motion
remains stable. Under these conditions, a good ap-
proach to the description of motion in thez direction
is to neglect the radial motion and setr 5 0. This
brings us to theZ-axis simulation model described by
Franzen [6], which cannot simulate effects that in-
volve motion in ther direction. However, the mass-
selective instability scan with its ion ejection in thez
direction at the boundarybz 5 1 is ideally suited to
this type of simulation.

For the case where there is an RF-only trapping
voltage, U 5 0 and Eq. (2) may be expressed in
dimensionless units as follows:

d2u

dj2 1 2q cos~2j! 3 u 5 2q cos~2j!

3 O
N.2

NaNuN21. (3)

j 5
Vt

2
, u 5

z

z0
, q 5

4eA2V

Mr0
2V2 ,

aN 5
AN

A2
3 Sz0

r0
DN22

.

Here, 2z0 is the distance between the end-cap elec-
trodes. The dimensionless parameteraN is the ampli-
tude of theNth field harmonic in comparison to the
quadrupole field.
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2.2. Beat motion in the mass-selective axial
instability scan

The linear Mathieu equation (Eq. [3] withaN 5
0) gives stable motion in the region fromq 5 0 (the
bz 5 0 boundary) up toq0 5 0.908047(the bz 5
1 boundary). The dimensionless parameterq is in-
versely proportional to the ion mass. Therefore, for a
given starting RF amplitudeVmin, all ions with mass
greater than

Mmin 5
4eA2Vmin

q0r0
2V2 (4)

are trapped. After this ion storage period, the ampli-
tude of the RF voltage is ramped to achieve an
analytical mass scan. During this period, ions of
different mass to charge ratios,M/e, meet thebz 5 1
boundary sequentially, become unstable, and are
ejected through holes in the end-cap electrode to a
detector. Hence, understanding of the influence of
field faults on boundary ejection may be achieved by
the investigation of the ion motion near thebz 5 1
boundary of the stability region.

Direct numerical calculation of the ion trajectories
shows that the ion motion has the characteristics of a
beat, with a slowly varying envelope (Fig. 1). The

frequency spectrum of the linear Mathieu equation
[13] shows that whenb ; 1 andb , 1, the spectrum
consists of pairs of harmonics with approximately
equal amplitudes. The frequencies of pairs are also
almost equal and are given by

vn
1 5 V 3 un 1 0.5bu and vn

2

5 V 3 un 1 1 2 0.5bu, n

5 0, 1, 2, . . . . (5)

The part of the ion oscillation that is described by
these two harmonics can be written as

Cn cosvn
1t 1 Cn cosvn

2t

5 2Cn cosSvn
2 2 vn

1

2
tD cosSvn

2 1 vn
1

2
tD

5 2Cn cosSvn
2 2 vn

1

2
tD cosSvn

2 1 vn
1

2
tD

5 2Cn cosSvn
2 2 vn

1

2
tD cosSvn

2 1 vn
1

2
tD

5 2Cn cosSvn
2 2 vn

1

2
tD cosSvn

2 1 vn
1

2
tD

5 2Cn cosSvn
2 2 vn

1

2
tD cosSvn

2 1 vn
1

2
tD

5 2Cn cosS1 2 b

2
VtD cosSn 1 1

2
VtD . (6)

The frequency differencevn
2 2 vn

1 does not depend
on n. Eq. (6) describes high-frequency beat motion
with the beat period

Tb 5
2p

V 3 ~1 2 b!
. (7)

Note that the beat period is usually defined as the time
between two successive beat amplitude maxima. It is
not so evident from Fig. 1 that the high-frequency ion
oscillation has in fact a nonsinusoidal form. It has a
strong first harmonic at frequencyV/2, but higher
harmonics (n 1 1)V/ 2 are also present, as can be
seen from Eq. (6).

Fig. 1. Ion axial oscillations with initial conditions:z(0) 5 0.5 3
z0; z9(0) 5 0. The parameters of the ion motion are close to the
boundary of the stable region. TheZ-axis is scaled in units ofz0,
the time scale is in periods of RF.
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3. Beat-envelope equation method

3.1. Equation of the beat envelope

Consider the case of octopole-only imperfections.
The equation of ion motion, Eq. (3), becomes

d2u

dj2 1 2q cos~2j! 3 u 5 2q cos~2j! 3 4a4u
3.

(8)

The q parameter is close to that of the stability
boundaryq0, hence the differenceq0 2 q is small.
Eq. (8) may be expressed as

d2u

dj2 1 2q0 cos~2j! 3 u 5 2~q0 2 q! cos~2j! 3 u

2 q cos~2j! 3 4a4u
3.

(9)

The terms on the right side of Eq. (9) are small
becauseq 2 q0 anda4 are small.

The solutions of Eq. (9) in case of a pure quadru-
pole (a4 5 0) are Mathieu functions. At the boundary
of the first stable region (q 5 q0), Eq. (9) has two
independent solutionsu1(j) and u2(j) that are pre-
sented in Fig. 2. The two solutionsu1(j) andu2(j) in
Fig. 2 are calculated for one RF period only. When
calculated for a number of periods, the solutionu1(j)
shows periodic behavior, while the second solution
u2(j) exhibits unstable motion with a linearly increas-
ing amplitude of oscillation (Fig. 2b). Asymptotic
behavior of the unstable solution may be expressed as
follows: u2(j) } ju1(j). This linear increase is
specific to the boundary of stable region. In the
unstable area, both solutions will have exponentially
increasing amplitudes for the case of the linear
Mathieu equation. However, for the case of the
nonlinear Eq. (9), the ion motion goes out of reso-
nance with the RF field because the vibration fre-
quency depends on amplitude. The stability condi-
tions are different. It is necessary to investigate
carefully the structure of the periodic solutionu1(j)
for later use. The periodic solution may be derived
from Eq. (9) with a4 5 0, q 5 q0, and the initial

conditions u1(j) 5 1, u91(j) 5 0. It can be ex-
pressed in a Fourier series as follows:

u1~j! 5 C1 3 cos~j! 1 C3 3 cos~3j! 1 C5

3 cos~5j! 1 . . . . (10)

The calculation ofCk is a well-defined procedure [14]
and can be carried out with any prescribed accuracy:
C1 5 0.904965,C3 5 0.09164,C5 5 0.003331,
C7 5 0.000062. Thesolutionu1(j) defines the form
of the ion oscillations near the boundary.

Consider Eq. (9) with aq parameter different from
q0 and with field imperfections present. The solution
may be expressed as follows:

Fig. 2. Two particular solutions of the Mathieu equation with
parameters at the boundary of stability:a 5 0, q 5 0.908047.
The initial conditions areu1(0) 5 1, u91(0) 5 0, u2(0) 5 0,
u92(0) 5 1. (a) Solutions are calculated for one RF period. (b)
Solutions are calculated for longer scale.
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u~j! 5 Z~j! 3 u1~j! 1 h~j! 3 sin ~j! (11)

Here, Z(j) is a beat envelope,u1(j) describes the
form of ion high-frequency oscillations, andh(j) is an
amplitude of oscillations 90° out of phase with the
RF. Eq. (11) takes into account both solutionu1(j)
and u2(j) because the second solution may be ex-
pressed in terms ofu1(j) with slowly varying ampli-
tude. In the case of the linear Mathieu equation at the
boundary (q 5 q0), Eq. (11) gives a periodic solu-
tion, Au1(j), while Z(j) 5 A 5 const andh(j) 5 0.
In the case of Eq. (8), the envelope functionZ(j) is
not constant andh(j) Þ 0. However, if nonlinearity
is weak anduq0 2 qu ,, q0, the changes in these
functions are small during each RF period.

Now we are going to use two approximate methods
for the solution of the differential equation. The first is
a perturbation technique [15] to take into account the
terms on the right side of Eq. (9). Before applying
perturbation methods, it is necessary to order the
nonlinearity and the shift from the boundary and in
such a way that their effects appear simultaneously in
the same perturbation scheme. If we letu(j) 5

eZ(j) 3 u1(j) 1 e2h(j) 3 sin (j), it is necessary to
order the shift from the boundary ase2(q0 2 q).
Here, e is a small dimensionless parameter. It is
introduced into the above equation as a book-keeping
device and will be set to unity in the final solution.
This ordering scheme is valid for the region close to
the stability boundary. Eq. (8) then becomes

Z0 3 u1 1 2Z9 3 u91 1 eh0 sin j 1 2eh9 3 cosj

2 eh 3 sin ~j! 1 2q0eh 3 sin jcos 2j

5 2e2~q0 2 q!~Z 3 u1 1 eh sin j! cos 2j

2 q cos~2j! 3 4a4e2~Z 3 u1 1 eh sin j!3

(12)

The second approximation is the asymptotic
method of slowly varying amplitudes [16]. This im-
plies that the functionsZ(j) andh(j) are very slow
compared to cos (j), sin (j), and higher temporal
harmonics. Harmonics cos (j), sin (j), and higher are
present in Eq. (12) and have slowly varying ampli-

tudes. One must set these amplitudes to zero to derive
the equations for the slow functionsZ(j) and h(j).
Keeping the terms not higher than second order ine

gives the following equations (here we sete 5 1):

C1 3 Z0 1 2h9 5 ~q0 2 q!~C1 1 C3! 3 Z

2 4qa4G1 3 Z3 (13)

h0 2 ~1 1 q0! 3 h 5 2C1 3 Z9. (14)

Here, G1 5 0.46245 is the first Fourier harmonic
amplitude of the functionu1

3 cos (2j):

G1 5
2

p
3 E

0

p

u1
3~j! cos~2j! 3 cos~j! dj. (15)

Eq. (14) describes the damped and forced motion. The
function h(j) follows the slow function in the right
part of Eq. (14). The approximate solution to this
equation is the following:

h~j! 5 2
2C1

1 1 q
z
dZ

dj
. (16)

According to Eq. (16),h(j) is small because it is
proportional to the derivative of the slowly varying
function Z(j). This was assumed previously. From
Eq. (13), one can derive the equation of the beat
envelope as follows:

d2Z

dj2 1 2J2~q0 2 q! 3 Z 2 4a4J4 3 Z3 5 0. (17)

Here,

J2 5
C1 1 C3

2C1
z
1 1 q

3 2 q
5 0.502226,

J4 5
G1

C1
z
q~1 1 q!

~3 2 q!
5 0.423231.

Eq. (17) is like a Newton equation of motion for a
particle in a potential field. A more accurate, but more
complicated derivation, which takes into account the
full series of higher temporal harmonics, is presented
in Appendix A. This method and a different method
that is based on a nonlinear transition matrix [17],
both give values ofJ2 andJ4, that are 13% smaller:
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J2 5 0.438647, J4 5 0.364295. Eq.(17) is the
Duffing equation. It is possible to derive the analytical
solution [18] of this equation by means of elliptic
integrals. In the case of a buffer gas, a damping force
will be present in Eq. (17). With an RF voltage ramp,
the coefficients in Eq. (17) become time dependent.
With all this, it is not possible to solve Eq. (17)
analytically.

3.2. Dispersion curve

Consider the beat-envelope equation that arises
from Eq. (17) in the absence of nonlinear field
imperfections. This gives the true value of the stabil-
ity boundary, as follows. The envelope amplitude
Z(j) increases exponentially ifq . q0. In the
opposite case, the beat envelope obeys the equation of
harmonic motion with the frequency (dimensionless
units)

vb 5 Î2J2~q0 2 q!. (18)

Eq. (18) contains the relation between the parameters
b and q. According to the solution of the Mathieu
equation, the beat frequency in dimensionless units
equalsvb 5 1 2 b (see Eq. [6]). From Eq. (18), we
can derive the following equation:

q~b! 5 q0 2
1

2J2
3 ~1 2 b!2

5 0.9080472 1.398693 ~1 2 b!2 (19)

The dependenceb(q) may be calculated from the
Mathieu equation directly. The result of this calcula-
tion is presented in Fig. 3. It is evident from this
picture that Eq. (19) approximates the true depen-
denceq(b) near the pointb 5 1. Hence, the beat-
envelope equation gives the correct Taylor series
expansion of the curveq(b) near the pointb 5 1.

3.3. Effective potential

Consider the envelope equation with the general
higher field imperfections. In the case of hexapole
imperfections, a constant term and an oscillation with

the same frequency as the RF appear in the ion
frequency spectrum. These have small amplitudes ifb

is close to 1 and if the hexapole field imperfection is
small. An approach similar to that based on Eq. (8) is
presented in Appendix B. It gives the same envelope
equation as Eq. (17). The nonlinear constant is pro-
portional to a3

2 and is negative. If octopole and
hexapole fields are present, ion motion may be de-
scribed by the beat-envelope Eq. (17) with a nonlinear
constant that takes into account the hexapole imper-
fections:

a*4 5 a4 2 7.90913 a3
2. (20)

It follows from this equation that the influence of a
hexapole imperfection is similar to the influence of a
negative octopole field.

In the case of a general field imperfection of
even-order 2N, the envelope equation will have a
nonlinear force that is proportional toa2N21Z2N21.
Odd-field imperfections of the order 2N 2 1 will
contribute to the same force, but this contribution will
be negative:2a2N21

2 Z2N21. The envelope equation
will be like a Newton equation of a particle motion in
the potential field:

Ueff
~b!~Z! 5 J2~q0 2 q! 3 Z2 2 J4a*4 3 Z4 2 J6a*6

3 Z6 2 . . . . (21)

Fig. 3. Dispersion curve of the axial oscillations in the RF regime.
The solid curve is from the solution of the Mathieu equation.
Dashed lines are the result of the secular motion equation (nearb 5
0) and of the beat-envelope equation (nearb 5 1).

33Sudakov/International Journal of Mass Spectrometry 206 (2001) 27–43



Here,a*N is the amplitude of a higher even-order field,
which is corrected to take into account the influence
of lower order odd fields. The trapping efficiency
depends on the behavior of this potential function at
the boundary. Consider the negative field composition
if Ueff

(b)(Z)uq5q0
is a potential well. The ion motion is

stable in general even ifq . q0. The positive field
composition takes place ifUeff

(b)(Z)uq5q0
is a potential

hill. In this case, the ion motion is stable only ifq ,
q0. It follows that the conditions for the stability of
ion motion are different from the case of a linear
Mathieu equation. For simplicity, the valueq0 will be
called the boundary in the discussion below. Conse-
quently, the unstable area meansq . q0, as described
previously.

The potential function with octopole-only imper-
fections is presented in Fig. 4. In the case of a positive
octopole field (Fig. 4a), there is a potential well within
the stable area. The width and depth of the well
decrease ifq approaches the boundary. In the case of
a negative octopole field, there is a confining potential
not only in the stable area but also in the unstable
region. In the unstable area, the potential function
becomes a double well (Fig. 4b).

4. Results of the beat-envelope equation

4.1. Ejection delay caused by a negative octopole
field

The Paul ion trap with truncated electrodes shows
poor mass resolution in a mass-selective axial insta-
bility scan [19]. The truncation of the hyperbolic
electrodes gives rise to higher field imperfections, the
strongest of which is the octopole [5]. The sign of the
octopole field is opposite to that of the basic quadru-
pole field. This negative octopole field is regarded
[20] as responsible for the poor mass resolution of the
truncated Paul trap.

Consider the envelope equation, Eq. (17), with a
negative octopole field. The quadratic part of the
potential function Eq. (21) equals zero at the bound-
ary. Consequently, there is a band ofq values near the

boundary for which the stability of ion motion is
governed by higher fields. In the case of a negative
octopole field,a*4 , 0 and the potential function is
confining. It has the form of the usual well inside the
stable region and becomes a double well in the
unstable region (Fig. 4b). The potential function has
two minima at the points

Fig. 4. Potential function of the beat envelope equation. Parameters
are calculated for an ion massM 5 100 Da in a typical ion trap.
Line 1 is for the stable region:q 5 0.868. Line 2 is at the
boundary:q 5 0.908. Line 3 is for the unstable region:q 5
0.948.
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zm 5 6z0 3 ÎJ2~q0 2 q!

2J4a*4
. (22)

Ions do not leave the trap until the potential minima
are outside the ion trap’s dimensions.

This is illustrated in Fig. 5, which shows the results
of the numerical solutions of Eq. (3) for the case of
boundary ejection. The calculation parameters corre-
spond to the typical ion trap: field radiusr0 5 10
mm, RF frequencyV 5 (2p) 3 1.04 MHz. The RF
amplitudeV is ramped linearly in time. It defines the
ion mass that meets the stability boundary at a given
time. The mass scan speed isl 5 dM/dt 5
5555Da/s, as is commonly used. In accordance with
this, the time axis of Fig. 5 is scaled in mass units. The
trajectories presented in Fig. 5 resemble those of [6].
The envelope of the trajectory, calculated from Eq.
(17), almost coincides with the true envelope. It is
evident from Fig. 5a and Fig. 5b that ions leave the
trapping volume when the position of the potential
minimum becomes.z0. Hence, the ion ejection delay
in a truncated Paul trap appears to be caused by the

existence of the potential well in the unstable area.
This takes place if the higher field harmonics are
negative.

4.2. Potential well within the unstable area

In the case of a negative octopole field, the
potential function has two symmetrically placed min-
ima at1zm and2zm. Collisional damping of the ion
motion occurs in practice because of collisions with
the helium buffer gas. This causes the beat envelope
to go into equilibrium at one of the potential minima.
In this state, the ion oscillates with half the frequency
of the RF and with constant amplitude. In equilibrium,
the ion gains energy from the field during the first
period of RF, and it returns the same energy during
the next period. This type of oscillation takes place in
the unstable region only, and it is significantly non-
linear.

This prediction results from the envelope equation,
which is approximate. Hence, it is useful to confirm

Fig. 5. Simulated axial oscillation of mass 185 Th in a scan range 180–190 Th. Wide solid lines on this graph are the solution of the envelope
equation and the position of the potential well minimum (ona andb only).
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this by direct numerical solution of the axis model.
With linear damping and an octopole-only imperfec-
tion, Eq. (3) can be written as

d2u

dj2 1 2g
du

dt
1 2q cos~2j! 3 u 5 2q cos~2j!

3 4a4u
3. (23)

Here,g is a damping constant. The numerical solution
of Eq. (23) over comparatively long times is shown in
Fig. 6. The initial position of an ion is taken close to
the trap dimensions. At first, the envelope shows
nonlinear symmetric oscillations about the pointz 5
0. The amplitude of oscillation decreases because of
damping. With time, the envelope becomes asymmet-

ric and appears near the potential minimum atzm.
Finally, the envelope goes into equilibrium at this
position. The potential function minimum position
zm, which can be derived from this numerical calcu-
lation, is in excellent agreement with Eq. (22).

The ion motion in the equilibrium state is corre-
lated with the trapping field. With damping, the ion
motion goes into this state independent of the initial
conditions. Such motion in the theory of vibrations is
called a “limit cycle” [16,21]. To describe the ion
motion in a phase space (z, z9), it is useful to plot
only one point at the beginning of each RF cycle. This
description is named a Poincare´ section. The Poin-
care’ section of the ion motion in case of Fig. 6 is
presented in Fig. 7. The cycle motion depends on the
magnitude of the nonlinear field and is not very
sensitive to its actual form because of structural
flexibility of the limit cycle. After some time, all ions
move coherently on the same limit cycle. This time
depends on the damping constant, but it is not very
critical which damping mechanism is present. This is
also the case for the influence of axial–radial motion
interactions. The radial motion will not have a signif-
icant influence on the axial limit cycle unless these
motions are in resonance.

4.3. Depth of the potential well

The method of trajectory averaging or the secular-
motion equation is frequently used to describe ion
motion in an RF quadrupole field [10–12]. This
method applies to the Mathieu equation at the begin-
ning of the stability diagram where the parametersa
and q have small values in order thatb ,, 1. Ion
oscillation in this case has the form of a slow
oscillation with comparatively small-amplitude fast
oscillations at the RF frequency superimposed:

u~j! 5 Z~j! 1 h~j! 3 cos 2j. (24)

The secular motionZ(j) obeys the equation of har-
monic oscillation:

d2Z

dj2 1 Sa 1
q2

2 D 3 Z 5 0. (25)

Fig. 6. Simulated ion axial oscillation for the case of a negative
octopole field. The envelope only is presented. This is the numer-
ical solution of Eq. (23) with24% octopole field and a linear
damping coefficientg 5 0.005.

36 Sudakov/International Journal of Mass Spectrometry 206 (2001) 27–43



Eq. 25 defines the lower boundary of the first stable
region: a 5 20.5q2. Within the stable region, the
secular oscillations have a frequencyvs given by

vs 5
Vb

2
; b 5 Îa 1 0.5q2. (26)

Harmonic oscillation of an ion, as described by Eq.
(25), takes place in a quadratic potential. Conse-
quently, the effective potential function of the secular
motion can be written as

Ueff
~s!~Z! 5 Sa 1

q2

2 D 3
Z2

2
5 b2 3

Z2

2
. (27)

The potential well of Eq. (27) has infinite depth, but
the ion motion is confined within the limits of the ion
trap: uZu , z0. With these assumptions, we derive the
well depthDz:

Dz 5
MV2

4e
3 Ueff

~s!~ z0! 5
MV2z0

2

4e
z
b2

2
. (28)

The depth of the potential wellDz has a physical
meaning of the energy that an ion must acquire to
leave the trapping volume.

The effective potential well depth was proposed by
Dehmelt and is valid ifa andq are small. It is widely
used in practical mass spectrometry [22,23]. In the
case of ion motion with aq parameter close to the
boundaryq0 5 0.908047,this method is not appli-
cable. However, it is evident from the equation of the
beat envelope that a potential well exists in this case
too. According to Eq. (21), the potential function of a
pure quadrupole field is quadratic. Hence, the depth of
the potential well can be defined similar to the
Dehmelt case:

Dz 5
MV2

4e
3 Ueff

~b!~ z0!

5
MV2z0

2

4e
J2~q0 2 q!

5
MV2z0

2

4e
3

~1 2 b!2

2
. (29)

This equation follows from the beat-envelope equa-
tion and is valid near thebz 5 1 boundary. A plot of
the potential well depthDz versusq is presented in

Fig. 7. Poincare section of the ion axial phase space. The ion velocity is expressed in the units ofr0V/ 2. Initial conditions and parameters
of (a) the same as in Fig. 6b, and of (b) the same as in Fig. 6c.
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Fig. 7. Both the Dehmelt and the beat-envelope cases
are presented in this figure. The well depth for the
entire first stability region is given by the solid line. It
is similar to the curve given by R. March in the
discussion of resonant ejection and without derivation
in the tutorial paper [24].

It follows from the Eq. (29) that the potential well
depth is proportional to the first power ofq0 2 q. If
a positive octopole field is present, the potential
function is not quadratic, and it has the form of a
symmetric well of finite depth and width (Fig. 4a).
The well width with a negative octopole is twice the

value given by Eq. (22). It is not equal to the trap
dimensions, and it decreases asq approaches the
stability boundary. As a result, the potential well
depth decreases as the second power ofq0 2 q:

Dz 5
MV2

4e
3 Ueff

~b!~ zm!

5
MV2z0

2

4e
3

J2
2

4J4a4
~q0 2 q!2,

if zm , z0; (30)

Fig. 8. Potential well depth in the RF only regime for 100-Da ions as a function ofq. (a) A sample curve of the trapping well depth for entire
first stable. (b) Detailed picture near the boundary.
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Dz 5
MV2

4e
3 Ueff

~b!~ z0!

5
MV2z0

2

4e
3 @ J2~q0 2 q! 2 J4a4#,

if zm . z0. (31)

This means, in practice, that the trapping volume is
cleared more rapidly as the working pointq ap-
proaches the boundary. This appears to be because of
the influence of the positive-octopole field. A detailed
plot of theDz(q) dependence near the boundary, with
and without an octopole term, is presented in Fig. 8b.

5. Discussion

Weak higher-field imperfections are known to
have a surprisingly strong influence on the operation
of quadrupole ion traps. Discussion of the ion motion
in an RF quadrupole field with weak multipole fields
is important for practical mass spectrometry and ion
trapping. In the past, the analytical approach to this
problem has been limited to the secular motion
equation. This equation is valid if the value of
stability parameterb is small. In most of the mass-
spectrometric operation protocols, the ions meet the
boundaries of the stable region. The equation of
averaged motion is not applicable in this case. How-
ever, the ion motion with parameters close to the
boundaries of stability always has slow variables. It is
possible to derive the equations for the slow variables
within the framework of perturbation theory.

This approach to calculating the ion motion, with
parameters close to the boundarybz 5 1, is shown in
this article. The slow variable in this case is the ion
beat envelope. The ion oscillation has a frequency of
half the trapping RF and a nonsinusoidal form that is
governed by the periodic solutionu1(j) of the
Mathieu equation at the boundary. If this is taken into
account, the equations of slow variables give the true
value to the boundary of stable region and the
dispersion curveb(q).

The equation of the beat envelope reveals the
influence of higher fields on the ion motion. The odd

higher fields are averaged in the first order, but they
contribute in the second order. This contribution is
proportional to the second power of the field ampli-
tude and does not depend on its sign. The influence of
odd fields is similar to the influence of negative even
fields. The even higher fields contribute in the first
order, and their influence strongly depends on their
sign. In the case of positive field contributions, the
potential well of the beat-envelope motion exists
inside the stable area and disappears at the boundary.
The depth of the potential well decreases asq ap-
proaches the boundary and disappears in the unstable
area. In the case of negative field contributions, the
ion motion is stable in general. The potential function
has a double well in the unstable area. There is a band
of q values near the boundary for which the minima of
the effective potential function are placed inside the
trapping volume. This is confirmed by the direct
numerical solution of the Mathieu equation with weak
nonlinearity and damping. Ions strike the electrodes if
the minima move outside the trapping volume. This
explains the destructive influence of the negative
higher field composition on a boundary mass selective
axial instability ejection in a Paul trap with truncated
hyperbolic electrodes.

The ion ejection delay also increases the chemical
mass shift [8,9]. With the help of the envelope
equation, it is possible to describe the process of ion
ejection in detail. This requires information about the
electric field inside the real ion trap, which depends
strongly on the electrode geometry. In any case, the
numerical solution of the envelope equation is much
easier than the solution of original equation of the ion
motion with the high-frequency trapping field.

The potential well depth is calculated as a function
of q. In the case of a pure quadrupole field, the well
depth is proportional to first power ofq0 2 q; if a
positive octopole field is present, it is proportional to
the second power ofq0 2 q. These lead to more
rapid ejection of ions from the trapping volume in a
mass-selective axial instability scan. Therefore,
higher mass resolution is achieved in nonlinear ion
traps, such as the stretched ion trap and the modified
hyperbolic angle trap.

The influence of small field imperfections on RF
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quadrupole devices operation is surprisingly strong.
Almost all of these devices use the ion motion with
parameters close to the boundaries of the stability
region. If we describe the ion motion by an effective
potential, a trapping potential well must exist every-
where inside the stable area. The trapping efficiency
of the quadrupole RF field goes to zero at the
boundary of the stability region. Consequently, the
ion motion near the boundary is dominated by the
higher field imperfections regardless of how small
they are compared to the quadrupole field. The above
treatment does not take into account ion motion in the
radial direction. For a more realistic ion motion
description, the ion–ion Coulomb interactions and the
effect of the trapping voltage ramping must be prop-
erly included in the equations. The linear damping
model is also too simplified for the descriptions of the
ion collisions with buffer gas.

Accurate investigation shows that ion–neutral col-
lisions, when the ion speed is significantly greater
than the thermal speed of the gas, lead, in fact, to
quadratic damping [25,26]. Ion–neutral collisions
have the character of discrete events, as the interac-
tion time is small compared with the RF period. Thus,
the model used in this article is not applicable to the
description of the motion of one particular ion. Nev-
ertheless, it is valid for the description of an ensemble
of identical ions. This means that a more detailed
simulation of the ion motion by means of the Monte-
Carlo method, being repeated with the same ion initial
conditions, will give the averaged motion described
by dynamical Eq. (23). In practice, such averaging of
the ion trajectories appears because of the large
number of trapped ions, which move independently in
the case of sufficiently low ion density. It should be
noted that all discussion of damping in this article is
for the case of a small mass of the buffer gas
compared with the ion mass. In this case, the ion
speed after a collision does not change significantly in
direction. In each collision, the energy of the ion is
decreased by a small amount, depending onmbuffer/
mion. If this condition is not valid, then a big phase
shift between the ion motion and RF field appears
after each collision. Hence, cooling of the ions to the

limit cycle, as shown in Fig. 6, will not occur to a
significant extent.

The envelope equation reveals the main trend of
the influence of higher fields on a ion ejection at the
boundary. This is related to the qualitative changes in
the ion-motion stability conditions. The linear
Mathieu equations of the ion motion have limited
region of validity even in the case of a small nonlin-
earity. The ion motion near the boundary of stability
is very sensitive to all kinds of imperfections. When
the linear motion is unstable, stability may be
achieved by means of nonlinear fields. The coherent
cycle motion of ions is also possible.
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Appendix A: envelope equation with an octopole
field with the full series of harmonics

In the case when an octopole field is present, the
ion axial motion equation is Eq. (8). If the full series
of harmonics is taken into account, the solution can be
written as

u~j! 5 e 3 Z 3 u1~j! 1 e2~h1 sin j 1 h3 sin 3j

1 h5 sin 5j 1 . . . ! 1 e3~ g3 cos 3j

1 g5 cos 5j 1 . . . !. (A1)

Here,Z(j) is the beat envelope, andhk(j) andgk(j)
are the slowly varying amplitudes of the cos and sin
overtones. The cosine series begins withg3 because
the first harmonic amplitudeg1 is the function of
interest,Z(j). The beat envelope is considered to be a
slowly varying function compared to cosj, sin j, and
higher temporal harmonics. The valueq0 2 q is of
the second order;e2. Functionshk are of the first and
gk are of the second order, as will be proved later. To
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derive the equations of the slow variables, one must
substitute Eq. (A1) into Eq. (8) and keep the terms not
higher than second order ine. All derivatives ofgk,
and the second derivatives ofhk, may be neglected in
this approximation because of their slow behavior.
Eq. (8) can be written as

Z0u1 1 2Z9u91 1 2eh91 cosj 2 eh1 sin j

1 6eh93 cos 3j 2 9eh3 sin 3j 1 . . .

2 9e2g3 cos 3j 2 16e2g5 cos 5j 2 . . .

1 2q cos 2j 3 @eh1 sin j 1 eh3 sin 3j

1 e2g3 cos 3j 1 . . . #

5 22e2~q 2 q0! cos 2j 3 u1Z 2 e2q cos 2j

3 4a4u1
3Z3. (A2)

The usual procedure of averaging requires the ampli-
tudes of all harmonics in Eq. (A2) to be equal to zero.
The averaging of cosKj (K 5 1, 2, 3, . . . ) gives
the following system of equations (e is set to unity):

C1Z0 1 2h91 1 qg3 5 2~q 2 q0!~C1 1 C3! Z

2 4qa4D1 3 Z3,

C3Z0 1 6h93 2 9g3 1 qg5 5 2~q 2 q0!~C1

1 C5! Z 2 4qa4D3 3 Z3, (A3)

C5Z0 1 10h95 2 25g5 1 q~ g3 1 g5! 5 2~q

2 q0!~C3 1 C7! Z 2 4qa4D5

3 Z3 . . . .

Here,CK are the Fourier harmonics of the functionu1

andDK are the Fourier harmonics of the functionu1
3

cos 2j. Calculation givesD1 5 0.46245, D3 5

0.34508, D5 5 0.15457, D7 5 0.03341, and
D9 5 0.00414.Averaging of sinKj gives the sec-
ond system of equations:

22C1Z9 2 h1 1 q~h3 2 h1! 5 0,

26C3Z9 2 9h3 1 q~h5 1 h1! 5 0, (A4)

210C5Z9 2 25h5 1 q~h7 1 h3! 5 0 . . . .

The solution to the system of equations, Eq. (A4),
may be expressed ashk 5 2skZ9 (k 5 1, 2,
3, . . . ), wheresk are unknown numbers. From the
system (A4), we derive a chain of equations forsk as
follows:

s1 2 q~s3 2 s1! 5 2C1,

9s3 2 q~s5 1 s1! 5 6C3, (A5)

25s5 2 q~s7 1 s3! 5 10C5, . . . .

Each numbers3, s5, . . . is expressed bys1 and
consequently eliminated from this system. As a result,
we derive the equation to defines1 and values of all
sk. With this method, for the case whereq 5 q0, we
calculate the following: s1 5 1.02733, s3 5
0.16549,s5 5 0.00735,s7 5 0.000154, ands9 5
0.0000019.

The solution of the system (A4), if substituted into
the system (A3), leads to the infinite system of
equations for the unknown functionsgk. The solution
method is the same as used previously. The functions
g3, g5, . . . are expressed via the envelope function
Z(j). On eliminating these functions from the system,
one will derive an equation for the envelope function
Z(j). This equation is Eq. (17). Calculation gives the
valuesJ2 5 0.43865 andJ4 5 0.36429.From the
solution of the systems (A3) and (A4), it is evident
that the functionshk andgk are of the first and second
orders, as was previously assumed.

Appendix B: hexapole and higher fields in the
beat-envelope equation

The equation of ion axial motion in the case of an
added hexapole field can be written as

u0 1 2q cos 2j 3 u 5 2q cos 2j 3 3a3u
2. (B1)

The nonlinear term is quadratic inu. Because of this,
the zero termg0(j) and other even harmonics appear
in the ion oscillations in addition to the terms that are
present in Eq. (A1). The solution in this case can be
written as
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z~j! 5 eZ 3 u1~j! 1 e2~h1 sin j 1 h2 sin 2j

1 h3 sin 3j 1 . . . ! 1 e3~ g0 1 g2 cos 2j

1 g3 cos 3j 1 . . . !. (B2)

As previously, we considerq 2 q0 as a second-order
value. In the second order, the nonlinear part of Eq.
(B1) is calculated to be

a3z
2 < e2a3u1

2 3 Z2 1 2e3a3u1Z~h1 sin j

1 h2 sin 2j 1 . . . 1 eg0 1 eg2 cos 2j

1 . . .!. (B3)

Substituting Eq. (B3) into Eq. (B1) gives the
infinite system of equations for higher harmonic
amplitudes. We present this system in parts. First, the
even sine harmonics give the system of equations:

24h2 1 qh4 5 0,

216h4 1 q~h6 1 h2! 5 0, (B4)

236h6 1 q~h8 1 h4! 5 0 . . . .

This system has a trivial solution. Consequently, the
amplitudes of the even sine harmonicsh2k are, in fact,
the small values of the third order. The odd sine
harmonics satisfy the system (A4), which was solved
previously (Appendix A):hk 5 2skZ9, k 5 1, 3,
5, . . . .

The even cosine harmonics give the following
system of equations:

qg2 5 23qa3G0 3 Z2,

24g2 1 q~2g0 1 g4! 5 23qa3G2 3 Z2,
(B5)

216g4 1 q~ g2 1 g6! 5 23qa3G4 3 Z2 . . . .

Here,GK are the Fourier harmonic amplitudes of the
functionu1

2 cos 2j. Calculation givesG0 5 0.49272,
G2 5 0.34508, G4 5 0.24999, G6 5 0.04316,
andG8 5 0.003641. Thesolution of this system can
be written asg2k 5 23qa3D2kZ

2. The infinite sys-
tem of equations for the unknown numbersD2k arises
from the system (B5). It is solved by the same
method, which was described previously. We find for

q 5 q0 the following values:D0 5 1.30669,D2 5

0.49272,D4 5 0.01373,D6 5 20.00074, andD8 5

20.00006.
The equation of the beat envelope arises from the

system for the odd cosine harmonic amplitudes:

C1Z0 1 ~q 2 q0!~C1 1 C3! 1 2h91 1 qg3

5 18q2a3
2F1 3 Z3,

C3Z0 1 ~q 2 q0!~C1 1 C5! 1 6h93 2 9g3

1 qg5

5 18q2a3
2F3 3 Z3, (B6)

C5Z0 1 ~q 2 q0!~C3 1 C7! 1 10h95 2 25g5

1 q~ g3 1 g5!

5 18q2a3
2F5 3 Z3 . . . .

Here,F2k11 are the Fourier harmonic amplitudes of
the function

f~j! 5 u1~j! cos 2j z ~D0 1 D2 cos 2j

1 D4 cos 4j 1 . . . !.

The system (B6) is analogous to the system (A3). The
functionsg3, g5, . . . are expressed by the envelope
function. The functionsg3, g5, . . . are then elimi-
nated from the system. Therefore, we derive the
equation of the beat envelope. This calculation gives
the following equation:

d2Z

dj2 1 0.87729~q0 2 q! 3 Z 1 12.692a3
2 3 Z3

5 0. (B7)

This equation is the same as in the case of an octopole
field (Eq. [17]). The nonlinear constant depends on
the strength of hexapole field and is always negative.
Both octopole and hexapole fields may be included in
the nonlinear constant of the following equation:

a*4 5 a4 2 7.90913 a3
2. (B8)

With the result of Appendices A and B, we can
speculate about the influence of higher fields on the
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ion beat envelope. The even field 2N (N 5 2, 3,
4, . . . ) gives a force that is proportional to
a2NZ2N21. The odd field harmonic 2N 2 1 contrib-
utes to the same force. This contribution is negative
2a2N21

2 Z2N21. The true value of the nonlinear con-
stant a*2N may be corrected to take into account
contributions from lower-order fields. The resulting
beat envelope equation will be like a Newton equa-
tion.
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